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Abstract.This paper presents new method to build a decision tree with new Splitting criterion. Splitting 

criterion specifies the best splitting variable and its threshold for further splitting in a tree. This new criterion 

is based on concept of Preordonnance [1] whose advantage is its validity for an explanatory quantitative, 

categorical or ordinal variable. In the case of a categorical variable, the Splitting criterion is equivalent to d on 

the chi-2 contingency criterion.  In the case of quantitative explanatory variable Chamlal and Chah proved 

that the new criterion is more accuracy than that one based on the minimization of the intra class variance and 

the maximization (Fischer Snedecor test) [1]. The final model of the decision tree is applied with real dataset 

which cover the area of Marketing in the company of insurance. The model results are compared with three 

other classification techniques; CHAID decision tree, logistic regression and Discriminant analysis. 

Keywords—Decision Tree; Splitting Criterion,Preordonnace,Pshycor. 

 

1. Introduction 

The decision tree is one of the most important knowledge representation approaches 

which attempts to resolve problems of regression or classification. The tree is built by recursive 

process from top to bottom using splitting rules. The splitting criterion in a tree is specified by 

choosing the best splitting variable and its threshold for the further split. When applied to 

classification problems, terminal nodes represent classification groups. The following figure shows 

an example for the DT. 

 

 

 

 

 

 

Despite strong competitors like logit regression and linear regression, DTs have several 

advantages. Indeed, the selected model is a set of rules that can be easily implemented in the 

computer systems of companies, the DTs copes well with heterogeneous data, missing value and 

non linear effects Gepp and al. [3]. 

                Different building algorithms can be used to generate DTs that have a large variation in 

classification and prediction accuracy. CART algorithm Breiman and al. [4] selects split using the 

Twoing Criterion, tolerate all kind of variables, can be used for classification and regression 

problems and prune the tree by cost-complexity pruning. Another DT algorithm (C5.0) uses 

Fig.1.Example DT  



information gain as splitting criterion, the C5.0 Quinlan [5] is an evolution of C4.5 Quinlan  [6] 

and ID3 Quinlan [7], C5.0 works by aiming to maximize  the information gain achieved by 

assigning each individual to a branch of the tree. It shares with CART its suitability for the 

investigation of all kind of variables, its exhaustive search for all the possible splits and devise for 

optimizing the tree by the building of maximal tree followed by its pruning. However, its pruning 

procedure is different from that of CART.C5.0 uses error-based pruning. Due the wide 

applicability of DT algorithm for data exploration, classification and regression, numerous 

researchers focus on improving this principal algorithm, or even propose a new splitting criterion 

with exclusive characteristics. 

            There are several old and new algorithms that work totally different from CART, 

C5.0.CHAID algorithm Kass [8] as an old one uses the    test to define the most significant 

variable for each node, so it can only be used with discrete or qualitative independent variables. An 

evolution of the CHAID algorithm  Loh and Shih [9] (QUEST) supports univariate and linear 

combination splits. For each split, the measure of association  between each input attribute and the 

target attribute use the ANOVA F-test or Levene’s test (for nominal attributes). Quadratique 

Discriminant Analysis (QDA) is applied to find the optimal splitting point for input attribute. 

Another algorithm based on the area under the Receiver Operating Characteristics (ROC) curve, 

named Roc-tree Maruf and al. [10], and has better simulation results on classifying sample 

databases then very common used algorithm like C4.5 and C5.0. 

                Most of researchers try optimizing the DTs algorithms by improving classic DTs 

characteristics, like changing splitting criterion, minimizing of DT or improving the DT pruning 

mechanism   by using the Automatic Programming, the researchers Hansen and Olsson [11]could 

improve the DT pruning mechanism (error-based pruning) of C5.0 decision tree. In Sieling [12] 

the author talkes about the minimization of DT and its importance in decision making speed, the 

author has demonstrated that, the minimizing of decision trees is hand to approximate. 

            The classification-based DTs are used in various fields, such as hospitals Yoshikazu and 

al.[13], for calculating the probability of cardiac arrest in the emergency department, in banks 

Wisaeng [14] and insurance Bhowmik [15], for calculating the probability of customer defaults 

and claims. The authors in Kazunor and al.[16] suggested a concept of adding fuzzy to C4.5 

algorithm. The addition of fuzzy to C4.5algorithm resulted in better results in terms of accuracy 

and interpretability. These examples are just covering some of many cases where classifications 

are used, and decision trees have been used successfully.  

We introduce in this paper a new method  to build a decision tree with the criterion  based 

on concept of Preordonnance  [1] whose advantage is its validity for an explanatory quantitative, 

categorical or ordinal variable. 

In the section 2 we introduce the  splitting criterion. In the section 3, we describe the 

algorithm of Decision tree with the new splitting criterion. In the section 4 we present an empirical 

study in order to challenge the new method and before the conclusion, we present some elements 

of discussion. 

2. Background 

As proposed DT uses a new criterion of division based on the concept of preordonance to find 

the best splitting variable and to stop the growth of the tree. Here we introduce this new Splitting 

criterion. 

2.1 Notation and Preliminary calculations  



We suppose that we have a qualitative random variable to explain Y and p heterogeneous 

explanatory variables (   ….  ). 

E: a sample of n possible values {1, 2,3….n} 

H :{( i, j) Є    / i < j}  

      
      

 
    

A\B:a complementary set B in A 

Definition: we call preordonnance defined on E, a relation of weak order denoted P defines on H 

Definition: we call order relation, a reflexive and transitive binary relation 

A préordonnance P can be encoded in binary or ternary. 
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   is centred                          

The >p symbol denotes that the pair (i, j) above the pair (k, l) in the order induced by P on H, =p 

denotes the fact the pairs are ties, <p denotes the fact that the pair (k, l) preceding the pair (i, j) 

A preordonnance P may be induced by a random variable X of any kind  

         if X is qualitative :        (i, j)   (k, l)                (X(i)=X(j))  et   (X(k)   X(l)) 

 if X is ordinale :           (i, j)   (k, l)                 |r(i)-r(j)|     <   |r(k)-r(l)| 

    if X is quantitative :      (i, j)   (k, l                 |X(i)-X(j)|    <   |X(k)-X(l)| 

Given two preordonnances P and Q, and,    and    associated coding, the covariance coefficient 

(resp. correlation) induced on all preordonnance, a measure of association denoted       

(resp.      )) 

          (      )  
∑                       

      
 

    
    

     (      )  
∑                       

√∑             ∑             
 

The summation covers all {((i, j), (j, k)) Є H *(H – {(i, j)})}. 

 

In the absence of ties 

1 si (i, j) >p (k, l) 

0 si (i, j) =p (k, l) 

-1 si (i, j) <p (k, l) 

1 si (i, j) >p (k, l) 

 0 sinon 

Codage ternaire Codage binaire 
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2.2  Splitting criterion 

Given a set of (ordinal, quantitative, nominal) explanatory variables and a qualitative 

dependent variable Y. The purpose of this test is to find the explanatory variable X that maximizes 

the association within the meaning of      (ou    ), with the dependent variable for each node: 

   
      

         
     

             
 ∑                                                             

      
 

                                     

                                    

An explanatory variable which maximize this criterion must bring together   two 

individuals unified by the dependent variable, and make away two individuals separated by this 

variable; in other words, the explanatory variable must satisfy this condition: 

                          <                              

 This ensures compactness and separability of groups described by the explanatory 

variable. 

 The  criterion based on       is finer because it measures the degree of agreement (    or 

     positive) or disagreement (      or      negative) between preordonnances.. 

In the following sections, we consider the       as a splitting criterion. It specifies the best 

splitting variable and its thre threshold for further splitting in a tree. 

2.3 Selection of Split point 

Given a node T, it is assumed that the random variable X was chosen to split the node. In this case 

we must seek an optimal cutting X. 

 If X is continuous, we sort at the first time the variable, then we test each possible 

threshold between two values of the variable by calculating the       ou (     ) of the 

binary variable created. 
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 Discrétization example 



 

   If the variable is qualitative, we look for a regrouping of the variable(merging 

categories)  that  give the best measure      (ou      ) and divide the node t in as many 

nodes as modality son after regrouping  of the variable 

 

2.4 Stopping Criterion  

Proposal [1]: the expressions     et      for Rate Kendall [18] induces measures of association 

between two variables of any kind (               ) : 

     (   
    

)            

    (   
    

)            

The demonstration of the equations above come from   the proposition s (1) and (2) in the Annex 

and the fact that: 

 

  (i, j)  Є H,   (k, l)  Є H  

 

This result allows us to have a criterion for stopping the deepening  of the tree coherent with the 

select criterion. 

Indeed, we accept the division if the      (ou     ) calculated on a peak is significantly higher 

than a threshold that we fixate. The Formalization involves a statistical hypothesis test: the null 

hypothesis (H0) is the independence of the explanatory variable X with the dependent  variable Y. 

if       (ou     ) calculated is above the threshold correspondent theoretical risk of error that can 

be fixed (often a risk level of 5%), we accept the Splitting[1].  

2.5 Handlin Missing values 

There are cases where the explanatory variable X has a rate of missing (and not the whole 

variable), so in this case we use «surrrogates variables» that can leave individuals (pretty near) in 

the same way as the original variable, these variables are called equally reducingNakache and 

Confais [19]. 
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3. Presentation of the Decision tree algorithm 

In this section we recapitulate the most steps followed in order to construct the decision tree with 

the new splitting criterion. 

Algorithm: Decision tree with new splitting criterion 

Input:  

 Training dataset described by categorical features    ….   and continuous features 

     ….   

 L: Minimum of individual in the leaf before splitting it 

 Minimum of individual in each leaf. 

 Confidence threshold α 

The algorithm: 

Create a new tree T  with single root node 

 

IF      individual in the node> L then  

          Mark T as leaf with the most common value of Y in dataset as a label 

ELSE 

 

1. IF d > 0 (there are continuous features) 

a. FOR i= 1,…….,d 

              the       statistic for feature    

b.                 arg               

c.               p-value of adequate   distribution for feature       

END FOR 

2. IF f > d (there are categorical features) 

a. FOR i= d+1,…….,f 

               p-value of the    test of independence between feature    and class 

labels 

b.                 arg                 

c.                       

END FOR 

3.             min(  ,   ) 

4. IF    =   THEN                         ELSE                           

5. Split        

6. IF d > 0 (there are continuous features) 

a. Sort      , then test each possible threshold between two values of the       by 

calculating the      of the binary variable created. 

b. Select threshold which gives the best      

7. IF  f > d (there are categorical features) 

a.  look for a regrouping of the        (merging categories)  that  give the best 

measure       and divide the node t in as many nodes as modality son after 

regrouping  of the        

b. Select variable after regrouping which gives the best    . 

8. Split node 

END IF 

9. FOR each child nodes  

IF individual in the node< L THEN Stop the growing of  the tree 

ELSE  Repeat steps  1-8 

             END FOR 

 

 
 

 



 

4. Results Marketing Studies: 

4.1 Datasets Description: 

We describe in Table 1  the variables used in the empirical studies ( Marketing)  in order to 

compare the         and the measure of association. There are three kinds of variables: 

 Socio demographic variables 

 behavior variables 

 Dependent variable or variable to predict. 

 

 

 

 

 

 

 

4.2 Final Model Development  

  The decision tree model with the new Spitting Criterion has ultimately selected six 

variables: 

Property

Source

Sample Size 5822 total:5474 Buyer and 348 Not Buyer

Dependent variable Binary variable which describe whether the customers purchases the insurance caravan or not.

Buyer (1) Purchase an insurance caravan contract

Not Buyer (0) Don’t Purchase an insurance caravan contract

Explanatory Variables (18) Type

mt_auto Amount of automobile  insurance premium continues

mt_incendie Amount of fire  insurance premium continues

mt_RC Preium Civil Liability insurance continues

revenu_moyen Average income continues

mt_securite_soc Premium social security insurance continues

mt_moto Premium motorcycle insurance continues

mt_RC_entreprise Premium civil  liability insurance company continues

mt_bateau Amount of the premium ship insurance continues

mt_tracteur Amount  of the insurance premium tractor continues

mt_cyclomoteur Amount of the insurance premium motorcycle continues

mt_invalidite Premium disability insurance continues

mt_velo Premium  cyclomoteur insurance continues

mt_accident_famil Premium family accident insurance continues

nbpers_au_foyer number of homemake continues

age_moyen Average age continues

locataire tenant discrete; for example, if 

the tenant variable is 7,

it means that he lives an 

area composed of 76-88% 

Catholic

proprietaire Owner discrete.like  tenant

marie Marié discrete.like  tenant

niv_etud_bas Low level study discrete.like  tenant

PCSagri Socioprofessionale categoriy discrete.like  tenant

concubin concubine discrete.like  tenant

autre_relation other Relation discrete.like  tenant

celibataire Unmarried discrete.like  tenant

niv_etude_haut High level study discrete.like  tenant

sans_religion Without Religion discrete.like  tenant

auto0 Not owning car discrete.like  tenant

catholique Catholic discrete.like  tenant

autre_religion other  religion discrete.like  tenant

niv_etud_moy Average level study discrete.like  tenant

auto1 owning car discrete.like  tenant

PCSinter Socio Professional category intermediate discrete.like  tenant

mt_assur_vie Premium life insurance discrete.like  tenant

PCSouvr Socio professionnal category worker discrete.like  tenant

protestant Protestant discrete.like  tenant

PCStop Socio-professional category operator discrete.like  tenant

avec_enfant with children discrete.like  tenant

PCScadre Socio professionnal category executive discrete.like  tenant

sans_enfant childless discrete.like  tenant

PCSouvr_quali Socio professionnal category worker discrete.like  tenant

auto2 Two car possession discrete.like  tenant

Sentent Machine Research, Amsterdam, 2000

Table 1: The variables used in the computational techniques to identify the buyer Customers

value



o The amount of car insurance premiums 

o The amount of fire insurance  premiums 

o The high level of study 

o The amount of RC insurance premiums 

o Purchasing power 

o Owner  

 

 The CHAID decision tree has ultimately selected six variables: 

o The amount of car insurance premiums 

o The amount of fire insurance  premiums 

o Socio professional category intermediate 

o The low level of study 

o The high level of study 

o The amount of RC insurance premiums 

 

 The resulting of logistic Regression ,which is significant at the 5% level, is : 

Logit Y=-2.9411 + (mt_auto>=6)*1.4911 - (mt_incendie<=2)*1.1303 - (mt_incendie>=5)* 

1.1303 -(mt_incendie= 3)* 0.2967 - (revenu_moyen<=3)*0.6029 + (niv_etud_bas<=2)*0.5460 

Here, probability that the     customer is buyer is obtained as follows: 

P (           is buyer) =        / (1+        ) 

 The Discriminant Analysis is also significant at the 5% level with the following equation: 

Discriminant Score=-15.50 + 0.242 mt_auto + 1.384 pouv_achat + 0.428 mt_bateau + 

0.95mt_RC + 1.546niv_etud_bas + 1.386marie 

Test and Training validation model : 
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DT with new Splitting criterion  Х  Х    Х    Х    Х  Х   76% 71% 

CHAID decision tree Х Х 
 

Х 
  

Х Х 
  

78% 73% 

Logistic Regression  Х  Х      Х    Х       78% 74% 

Discriminante Analysis  Х    Х  Х    Х        Х 75% 74% 

 

Analysis of result: 

 All the LA, DA, CHAID DT and DT with new splitting criterion models included the 

variable Amount of automobile insurance premium, which indicates that it was the most 

important in discriminating between potential buyer and others. This can be explained by 

the fact that this amount indirectly integrates the power of the vehicle, which determines 

much of its ability to tow a caravan. 

 To Conclude with the Discriminant Analysis, we see that the AUC ( 74%) in  validation 

is nearly as elevated as the AUC (75%) in learning sample, which is the sign of an 

excellent robustness of the model 

 The best logistic model was obtained by an appropriate selection of the explanatory 

variables, based on a combination of statistical tests. We sought to optimize validation 

AUC (not learning AUC), but we did not only relied on the latter. Last model obtained 



was therefore selected as offering the best compromise between simplicity and 

performance with its 4 variables, 6 attributes and the validation AUC is equal to 74%. By 

contrast we have practically the same level of accuracy with the other methods; 

Discriminant Analysis (75%), CHAID DT (73%) and DT with new splitting criterion 

(71%) but with 6variables. 

  For the DT with the new Splitting criterion, the model finally selected contains six 

variables. The AUC in training sample is 76% equal to the AUC of the Discriminant 

Analysis and very close to that of the logistic regression and CHAID decision tree. In the 

other hand, validation AUC(71%)  has decreased by 5%. The significant difference 

between the area under the ROC curve in learning and validation reports an overfitting 

and lack of robustness of the tree, which can be explained by the small leaves (we have 

only 348 customers which have the target variable equal to 1). 

 

5. Discussion 

 

 The DT with the new splitting criterion yields comparable to that of logistic regression 

which according to practitioners remains by far the most used method performance. 

 The new selection criterion based on the notion of preordonnance only interested in 

positive associations. A negative association is a disagreement between the variable to 

predict and the explanatory variable; therefore the latter cannot be selected. Thus, we 

show that the proposed method allows to identify the potentially interesting variables and 

saves us from wasting time on variables that are not interesting from a statistical 

discrimination 

 The variable amount of the contribution of the tractor insurance (as described in the 

analysis of Marketing study) is concentrated on a single value, this variable is irrelevant 

for discrimination; we cannot keep it initially. However, our objective is to show that the 

        detects this kind of variables (variable with unbalanced distribution) and penalize 

them. 

 For continuous variables, we chose a binary discrimination. The drawback of this binary 

structure is that it produces trees which are ‘narrow’ but may be very deep, making the 

trees rather complex and difficult to read in some case. 

  Using the criterion                   requires the measure of association between each 

pair of individual to be classified and consequently a storage problem occurs especially if 

the sample is large. However, with the evolution of Big Data technology, strategies have 

been proposed to address the problem of storage and improve the speed of the system to 

large databases, without degrading performance Granville [20]. 

 

6. Conclusion 

In this paper, a new splitting criterion to build decision tree is proposed, the same criterion 

( 
   

  is used for stopping the growing of the tree. The number of possible separation condition 

allowed by the best splitting variable depends on its type. A continuous variable allows a single 

separation condition. For a qualitative variable, the node is divided in as many sub-nodes as 

modality son after regrouping this variable. The empirical studies show that the decision tree with 

the new splitting criterion gives as accurate results as those given by the CHAID DT, logistic 

regression or Discriminant Analysis. 

 

 

 

 

 



 

 

Annex[18] 

Kendall tau τ 

Given             the rank variables induced by two random variables X and Y. 

Case of absence of ties  

Given P the number of pair (i, j) Є H which verifies: 

(            (           )    And Q the number of of pair (i, j) Є H which verifies:   

            (           )   .Set S = P – Q, the maximal number which can reach P is 

      

 
and τ(X,Y) is defined as:  

       
 

 
 

Proposition 1. Given A and B the coding comparison pair of the rank variables    and   : 

  

    =           =    =   =0 

 

Alors τ(X, Y)=cor (A, B)=cov (A, B)  

Indeed: ∑                       and  ∑    
      ∑    

             

Distribution under the independence assumption: 

The distribution of τ is tabulated for small values of n, but it can be approximated by a 

Laplace Gauss with mean equal to 0 and variance equal to 
       

       
. 

The approximation is valid as soon as n> = 10. In the calculation of the distribution of τ  

under the null assumption, we are interested in the quantity S which is approximated by a 

discrete and continuous variable, a correction continuity is done which consist on 

subtracting  1 from the observed value of S if it is positive, adding 1 if it is negative 

Case of Existence of ties 

In this case the coding for rank variables A and B : 

  

    =                                       =  

 

Beforehand, are assigned to pairs tied the arithmetic average of the ranks they would have 

if it does there was no tie. 

1 if         <       

 
 -1 if         >       

 

1 if         <       

 
 -1 if         >       

 

 0  if         =       

 

1 if         <       

 

1 if         <       

 

 -1 if         >       

 

 -1 if         >       

 

1 if         =       

 



Precisely, suppose there is     (resp.   )  Ties for groups    (resp.  ) and denote by     (1 

<= i <=  ) (resp.  , 1 <= j <=   ) the number of individuals tied for the       (resp.     ) 

group. 

Two expressions τ  and τ  are proposed for the coefficient of Kendall, the first 1 is 

written in the form: 

        
   

√  
      

 
      

      
 

    

 

  
∑          

 
 ;     

∑          

 
 

 

Proposition 2. The other expression is written in the form: 

   
   

      
 

 

In the case of absence of ties:                                  

Distribution under the null assumption: 

In the case of the presence of a tie (the most common case) and if we denote S = P - Q 

then The distribution of S under the assumption of independence of X and Y follows a 

normal distribution with mean 0 and variance:  

 

  
[             ∑ (  (    )(     ))  ∑                 ]+ 

+ 
 

            
 ∑ (  (    )(    )) ∑                  + 

 

       
  ∑ (  (    )) ∑          ] 
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